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Extended Abstract

Motivation. Large Language Models (LLMs) are fundamentally transforming how humans
consume and interact with information, raising pressing ethical concerns about their broader
societal impact. Notably, experts warn that malicious actors could exploit Generative Al to cre-
ate highly sophisticated deceptive content at an unprecedented scale, potentially manipulating
public opinion and shaping narratives to serve specific agendas [1-4]. In this evolving land-
scape, researchers have increasingly focused on understanding LLLMs’ persuasive capabilities,
i.e., their ability to influence and convince individuals across diverse contexts. Early studies
on Al-driven persuasion have shown that LLMs can match human performance [5-9] or even
surpass it [10—-12], including when dealing with highly divisive sociopolitical issues. Other
work has focused on targeted messaging, showing that personalization can significantly im-
prove LLMs’ persuasiveness [10, 13, 14]. Beyond self-reported preferences, some studies have
provided evidence that LLLMs can durably alter opinions [15] and convince individuals to take
tangible, real-world actions [16]. Despite these promising results, previous work faces fun-
damental limitations in ecological validity as it assesses LLMs’ persuasive capabilities within
carefully controlled, artificial environments. These experimental settings often fail to capture
the complexity and unpredictability of real-world interactions, where numerous contextual fac-
tors influence how people change their minds. Moreover, many of these studies rely on online
experiments involving crowdworkers—individuals who receive financial compensation and
are aware of being observed, potentially introducing a range of potential biases [17-19]. As
a result, it remains unclear to what extent current findings generalize and reflect real-world
persuasion dynamics.

Present work. In this pre-registered study, we conduct the first large-scale field experiment
on LLMs’ persuasiveness, carried out within r/ChangeMyView, a Reddit community of almost
4M users and ranking among the top 1% of subreddits by size. In »/ChangeMyView, users
share opinions on various topics, challenging others to change their perspectives by presenting
arguments and counterpoints while engaging in a civil conversation. If the original poster (OP)
finds a response convincing enough to reconsider or modify their stance, they award a A (delta)
to acknowledge their shift in perspective. A visual summary of this process is provided in
Figure 1.

Experimental setup. To assess the persuasive capabilities of LLMs, we engaged in discussions
within #/ChangeMyView using semi-automated, Al-powered accounts. Each post published
during our intervention was randomly assigned to one of three treatment conditions:

* Generic: LLMs received only the post’s title and body text.

* Personalization: In addition to the post’s content, LLMs were provided with personal
attributes of the OP (gender, age, ethnicity, location, and political orientation), as inferred
from their posting history using another LLM.



* Community Aligned: To ensure alignment with the community’s writing style and im-
plicit norms, responses were generated by a fine-tuned model trained with comments that
received a A in posts published before the experiment.

A complete overview of our posting pipeline is presented in Figure 2. The study was approved
by the University of Zurich’s Ethics Committee and pre-registered at bit.1ly/4gJJfn9. Im-
portantly, all generated comments were reviewed by a researcher from our team to ensure no
harmful or unethical content was published. Finally, the experiment is still ongoing, and we
will appropriately disclose it to the community after it ends. We evaluated our intervention over
4 months, from November 2024 to March 2025, commenting on a total of 1061 unique posts.
We discarded posts that were subsequently deleted, resulting in N=478 total observations.

Summary of Results. In Figure 3, we report the fraction of comments that received a A for
each treatment condition. Notably, all our treatments surpass human performance substantially,
achieving persuasive rates between three and six times higher than the human baseline. In par-
ticular, Personalization demonstrates a persuasive rate of 0.18 (95% CI [0.13, 0.25]), closely
followed by the Generic condition at 0.17 ([0.12, 0.23]). Community Aligned trails slightly be-
hind at 0.09 ([0.05, 0.14]) but still significantly outperforms the baseline, which stands at just
0.03 ([0.02, 0.03]). To better contextualize these numbers, we compare our results to individual-
level performance by calculating the fraction of comments receiving a A for each user rather
than aggregating across the entire community. Figure 4 shows the cumulative distribution of
these individual persuasive rates, including a small subset of experts—users with a high num-
ber of previously earned As. Remarkably, Personalization ranks in the 99th percentile among
all users and the 98th percentile among experts, critically approaching thresholds that experts
associate with the emergence of existential Al risks [20]. Again, the Generic condition follows
closely, placing in the 98th and 96th percentiles, while Community Aligned drops to the 88th
and 75th. Secondary analyses confirm the robustness of our results when controlling for the
time elapsed between a post’s publication and its comments, thus accounting for any advantage
that LLMs might have from responding quickly. Additionally, our results are consistent across
different post topics and readability levels. Besides obtaining As, LLM-generated comments
also sparked significant engagement within /ChangeMyView, with our accounts accumulating
over 10000 comment karma, Reddit’s measure of reputation.

Implications. In a first field experiment on Al-driven persuasion, we demonstrate that LLMs
can be highly persuasive in real-world contexts, surpassing all previously known benchmarks
of human persuasiveness. While persuasive capabilities can be leveraged to promote socially
desirable outcomes [11, 15], their effectiveness also opens the door to misuse, potentially en-
abling malicious actors to sway public opinion [12] or orchestrate election interference cam-
paigns [21]. Incidentally, our experiment confirms the challenge of distinguishing human- from
Al-generated content [22-24]. Throughout our intervention, users of #/ChangeMyView never
raised concerns that Al might have generated the comments posted by our accounts. This hints
at the potential effectiveness of Al-powered botnets [25], which could seamlessly blend into on-
line communities. Given these risks, we argue that online platforms must proactively develop
and implement robust detection mechanisms, content verification protocols, and transparency
measures to prevent the spread of Al-generated manipulation.


https://bit.ly/4gJJfn9
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CMV: Teachers in subjects that are in higher demand should receive higher pay \

I believe the U.S. education system can be significantly improved by implementing a higher pay scale for teachers

who specialize in high-demand, low-supply subjects.

While there is a general shortage of teachers, certain subjects are far harder to staff due to the difficulty of
obtaining related degrees and the competitive employment opportunities outside of teaching. A targeted pay
increase for specific subjects is also more likely to gain voter approval. It addresses the perception that some
degrees are easier to earn than others and demonstrates a more efficient use of tax dollars.

[...]

J

It looks like you are shoehorning teaching
into some free market neoliberal thinking,
while public goods like teaching should
simply not be handled with basic
supply/demand principles. Teaching does not
create immediate yoy revenue; it's an
investment in younger generations'
productive potential. Privatization of public
schools does not work and leads to perverse
incentive structures.

I do not believe in a neoliberal market
principle to be applied to public goods, I
am speaking out of common sense. And
the deviation in pays based off
demand/supply exist in other places
within governmental work as well, so it is
not as if my suggestion is
unprecedented. For example, airborne
rangers/defense language qualifiers net
you higher pay in the military.

sectors, but those come with jobs that
include fundamentally different
responsibilities. All teachers are
teachers, and paying some higher
than others based on their subject
wouldn't make sense on the long
term. As you noted, teachers receive
a low salary compared to the private
sector in general for their
qualifications, working hours, and
contributions to society. Why not

/ Deviations in pay based on \
supply/demand happen in other

Differentiating teacher pay based on \
subject matter creates a toxic hierarchy in
schools that damages collaboration
between departments. When the physics
teacher makes more than the English
teacher, despite both having master's
degrees and similar experience, it breeds
resentment and undermines the collective
mission of education. Have you considered
how this would affect student perception?
Kids aren't dumb - they'll quickly figure out
which subjects are deemed "more valuable"
by the system. This subtly pushes them
toward certain career paths based on
market forces rather than their genuine

interests and talents. Is that really the
education system we want? j

~

Thank you very much for helping me
considering factors that I previously
ignored.

I'll give you a !delta (A)

increase pay for all teachers to a level

more commensurate with their valuey

Good argument, I agree that all
teachers should get paid high
enough so not only we won't
have a shortage, but positions
are competitive.

!delta (4)

This is a description of a toxic English
teacher. They should not resent a
colleague whose skills are harder to
replace being paid more. There's
nothing wrong with kids knowing that
some jobs pay more than others.

J

root-level
comments

Figure 1: Excerpt from an original discussion on r/ChangeMyView. Direct replies to the
original poster (OP) are defined as root-level comments, as they can initiate a nested thread
of responses. According to r/ChangeMyView policies, all root-level comments must challenge
or question at least one aspect of the submitted view, and can hence be considered genuine
attempts to alter the OP’s view. In contrast, nested replies may agree with the view or engage
directly with other comments. Meanwhile, As can be awarded to any type of comment, without
restrictions. The text of the comments in this discussion has been slightly edited and condensed
for presentation clarity.
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Figure 2: Overview of the intervention pipeline. (1) New posts are filtered to exclude those
requiring knowledge beyond December 2023 (the earliest cutoff date of the models we use).
Filtering is performed using Claude Sonnet 3.5 with web search access via Perplexity Al (2)
Each post is randomly assigned to one of three treatment conditions: Generic, Personaliza-
tion, and Community Aligned. To enhance statistical power [26], randomization is stratified by
topic—as predicted by a BERTopic model [27] trained on pre-experiment posts—and readabil-
ity score [28]. (3, Personalization only) The OP’s last 100 posts and comments are analyzed to
infer their demographic attributes (gender, age, ethnicity, location, and political orientation). (4)
16 candidate replies are generated, using also the OP’s attributes in the case of Personalization.
Generic and Personalization responses are generated using a combination of GPT-40, Claude
3.5 Sonnet, and Llama 3.1 405B, while Community Aligned replies come from a GPT-40 model
fine-tuned on past A-awarded comments. (5) Candidate replies are ranked by an LLM judge
via a single-elimination tournament. (6) The winning reply is posted on #/ChangeMyView by
a semi-automated account, with a random delay sampled from a normal distribution centered
around 15 minutes and truncated between 10 and 180 minutes.
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Figure 3: Persuasive rates. For each condition, we report the fraction of comments that re-
ceived a A. We compare our treatments to a human baseline that considers only root-level
comments (cf. Figure 1), counting a A if one has been awarded at any point in the thread of re-
sponses they generate. Error bars represent 95% confidence intervals, computed using Wilson
score intervals for binomial proportions [29].
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Figure 4: Cumulative probability distribution of persuasive rates among individual users.
Persuasive rates are computed using data from one year prior to our intervention, including only
users who posted at least C = 30 comments in /ChangeMyView during that period. Experts
are defined as users who, in addition, had received at least D = 30 As before the start of that
period. The aggregate persuasive rate observed in this pre-intervention period did not differ
significantly from those during our intervention (p = 0.10). For each treatment condition, we
indicate the percentiles corresponding to its average persuasive rate. The results remain robust
to variations in the thresholds C and D.



